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Abstract—Neural gates compute functions based on weighted sums of the input variables. The expressive power of neural gates (number of distinct functions it can compute) depends on the weight sizes and, in general, large weights (exponential in the number of inputs) are required. Studying the trade-offs among the weight sizes, circuit size and depth is a well-studied topic both in circuit complexity theory and the practice of neural computation. We propose a new approach for studying these complexity trade-offs by considering a related algebraic framework. Specifically, given a single linear equation with arbitrary coefficients, we would like to express it using a system of linear equations with smaller (even constant) coefficients. The techniques we developed are based on Siegel’s Lemma for the bounds, anti-concentration inequalities for the existential results and extensions of Sylvester-type Hadamard matrices for the constructions.

We explicitly construct a constant weight, optimal size matrix to compute the EQUALITY function (checking if two integers expressed in binary are equal). Computing EQUALITY with a single linear equation requires exponentially large weights. In addition, we prove the existence of the best-known weight size (linear) matrices to compute the COMPARISON function (comparing between two integers expressed in binary). In the context of the circuit complexity theory, our results improve the upper bounds on the weight sizes for the best-known circuit sizes for EQUALITY and COMPARISON.

I. INTRODUCTION

An $n$-input Boolean function is a mapping from $\{0,1\}^n$ to $\{0,1\}$. In other words, it is a partitioning of $n$-bit binary vectors into two sets with labels 0 and 1. In general, we can use systems of linear equations as descriptive models of these two sets of binary vectors. For example, the solution set of the equation $\sum_{i=1}^{n} x_i = k$ is the $n$-bit binary vectors $X = (x_1, \ldots, x_n)$ where each $x_i \in \{0,1\}$ and $k$ is the number of 1s in the vectors. We can ask three important questions: How expressive can a single linear equation be? How many equations do we need to describe a Boolean function? Could we simulate a single equation by a system of equations with smaller integer weights?

Let us begin with an example: 3-input PARITY function where we label binary vectors with odd number of 1s as 1. We can write it in the following form:

$$\text{PARITY}(X) = 1 \left\{ 2^2 x_3 + 2^1 x_2 + 2^0 x_1 \right\}$$

where $1\{\} \in \{1, 0\}$ is the indicator function with outputs 0 or 1. We express the binary vectors as integers by using binary expansions. Thus, it can be shown that if the weights are exponentially large in $n$, we can express all Boolean functions in this form.

Now, suppose that we are only allowed to use a single equality check in an indicator function. An upper bound to the number of equations can be given in a trivial manner. Considering the 3-input PARITY function, we can obtain

$$\begin{pmatrix} 2^0 & 2^1 & 2^2 \\ 2^0 & 2^1 & 2^2 \\ 2^0 & 2^1 & 2^2 \end{pmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} 1 \\ 2 \\ 4 \end{bmatrix}$$

None of the above equations can be satisfied if $X$ is labeled as 0. Conversely, if $X$ satisfies one of the above equations, we can label it as 1. For an arbitrary Boolean function, if we enlist every integer associated with vectors labeled as 1, the number of rows might become exponentially large. Nevertheless, in the same fashion, we can compute this function by the following system of equations using smaller weights.

$$\begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} 1 \\ 3 \end{bmatrix}$$

Not only there is a simplification on the number of equations, but also the weights are reduced to smaller sizes. This phenomenon motivates the question with more emphasis: For which Boolean functions could we obtain such simplifications in the number of equations and weight sizes? For PARITY, this simplification is possible because it is a symmetric Boolean function, i.e., the output depends only on the number of 1s of the input $X$. We are particularly interested in such simplifications from large weights to small weights for a class of Boolean functions called threshold functions.

A. Threshold Functions and Neural Networks

Threshold functions are commonly treated functions in Boolean analysis and machine learning as they form the basis of neural networks. Threshold functions compute a weighted summation of binary inputs and feed it to a threshold or equality check. If this sum is fed to the former, we call the functions linear threshold functions (see (4)). If it is fed to the latter, we call them exact threshold functions (see (5)). We can write an $n$-input threshold function using the indicator function where $w_i$s are integer weights and $b$ is a bias term.

$$f_{LT}(X) = 1 \left\{ \sum_{i=1}^{n} w_i x_i \geq b \right\}$$

$$f_{E}(X) = 1 \left\{ \sum_{i=1}^{n} w_i x_i = b \right\}$$
A device computing the corresponding threshold function is called a *gate* of that type. To illustrate the concept, we define \( \text{COMP} \) (denoted by COMP) function which computes whether an \( n \)-bit integer \( X \) is greater than another \( n \)-bit integer \( Y \). The exact counterpart of it is defined as the \( \text{EQUALITY} \) (denoted by EQ) function which checks if two \( n \)-bit integers are equal (see Figure 1). For example, we can write the EQ function in the following form.

\[
\text{EQ}(X, Y) = 1 \left\{ \sum_{i=1}^{n} 2^{i-1} (x_i - y_i) = 0 \right\}
\]

(6)

\[
\begin{array}{cccc}
X_1 & \text{COMP} & \text{EQ} \\
X_2 & x_1 & 2^0 & \text{LT} \\
X_3 & x_2 & 2^1 & \text{EQ} \\
y_1 & y_1 & 2^0 & \text{EQ} \\
y_2 & y_2 & 2^1 & \text{EQ} \\
y_3 & y_3 & 2^2 & \text{EQ}
\end{array}
\]

Fig. 1. The 3-input COMP and EQ functions for integers \( X \) and \( Y \) computed by linear threshold and exact threshold gates. A gate with an \( \text{LT} \) (or \( \text{LT} \)) inside is a linear (or exact) threshold gate. More explicitly, we can write \( \text{COMP}(X, Y) = 1 \{ 4x_3 + 2x_2 + x_1 \geq 4y_3 + 2y_2 + y_1 \} \) and \( \text{EQ}(X, Y) = 1 \{ 4x_3 + 2x_2 + x_1 = 4y_3 + 2y_2 + y_1 \} \).

In general, it is proven that the weights of a threshold function can be represented by \( O(n \log n) \)-bits and this is tight [1, 3, 11, 16]. However, it is possible to construct "small" weight threshold circuits to compute any threshold function [2, 8, 12, 20]. This transformation from a circuit of depth \( d \) with exponentially large weights in \( n \) to another circuit with polynomially large weights in \( n \) is typically within a constant factor of depth (e.g. \( d+1 \) or \( 3d+3 \) depending on the context) [8, 22]. For instance, such a transformation would follow if we can replace any "large" weight threshold function with "small" weight depth-2 circuits.

For neural networks, even though the weights are assumed to be real numbers, each weight is stored in memory only with finite precision. Therefore, "small" weights in integers correspond to "small" precision in real numbers and contextually, the ideas posed here remain significant in practice: Given the precision of weights and a network architecture, there are natural limits on the expressive power of neural networks. Our goal is to provide insight for better understanding of these limits by examining small weight transformations of threshold functions.

B. Bijective Mappings from Finite Fields to Integers

It seems that choosing powers of two as the weight set is important. In fact, we can expand any arbitrary weight in binary and use powers of two as a fixed weight set for any threshold function [14]. This weight set is a choice of convenience and a simple solution for the following question: How small could the elements of \( W = \{ w_1, w_2, \ldots, w_n \} \) be if \( W \) has all distinct subset sums (DSS)? If the weights satisfy this property, called the \textit{DSS property}, they can define a bijection between \( \{0,1\}^n \) and integers. Erdős conjectured that the largest weight \( w \in W \) is upper bounded by \( c_0 2^n \) for some \( c_0 > 0 \) and therefore, choosing powers of two as the weight set is asymptotically optimal. The best known result for such weight sets yields \( 0.22002 \cdot 2^n \) and currently, the best lower bound is \( \Omega(2^n/\sqrt{n}) \) [5, 7, 9].

Now, let us consider the following linear equation where the weights are fixed to the ascending powers of two but \( x_i \)'s are not necessarily binary. We denote the powers of two by the vector \( w_b \).

\[
w_b^T x = \sum_{i=1}^{n} 2^{i-1} x_i = 0
\]

(7)

As the weights of \( w_b \) define a bijection between \( n \)-bit binary vectors and integers, \( w_b^T x = 0 \) does not admit a non-trivial solution for the alphabet \( \{−1,0,1\}^n \). This is a necessary and sufficient condition to compute the EQ function given in (6). We extend this property to \( m \) many rows to define \( EQ \) matrices which give a bijection between \( \{0,1\}^n \) and \( \mathbb{Z}^m \).

**Definition 1.** A matrix \( A \in \mathbb{Z}^{m \times n} \) is an EQ matrix if the homogeneous system \( Ax = 0 \) has no non-trivial solutions in \( \{−1,0,1\}^n \).

Let \( A \in \mathbb{Z}^{m \times n} \) be an EQ matrix with the weight constraint \( W \subseteq \mathbb{Z} \) such that \( |a_{ij}| \leq W \) for all \( i, j \) and let \( R \) denote the rate of the matrix \( A \), which is \( n/m \). It is clear that any full-rank matrix is an EQ matrix with \( R = 1 \). Given any \( W \), how large can this \( R \) be? For the maximal rate, a necessary condition can be proven by Siegel’s Lemma [19].

**Lemma 1** (Siegel’s Lemma (modified)). Consider any integer matrix \( A \in \mathbb{Z}^{m \times n} \) with \( m < n \) and \( |a_{ij}| \leq W \) for all \( i, j \) and some integer \( W \). Then, \( Ax = 0 \) has a non-trivial solution for an integer vector \( x \in \mathbb{Z}^n \) such that \( |x|_{\infty} \leq (\sqrt{mW})^{n/m} \).

It is shown that if \( m = O(n/\log n) \) (i.e. \( R = \omega(\log n W) \)), then any \( A \in \mathbb{Z}^{m \times n} \) with weight constraint \( W \) admits a non-trivial solution in \( \{−1,0,1\}^n \) and cannot be an EQ matrix [14]. A similar result can be obtained by the matrix generalizations of Erdős’ Distinct Subset Sum problem [6].

When \( m = O(n/\log n) \), the story is different. If \( m = O(n/\log n) \), there exists a matrix \( A \in \{−1,1\}^{m \times n} \) such that every non-trivial solution of \( Ax = 0 \) satisfies \( \max_j |x_j| \geq c_0 \sqrt{n/m} \) for a positive constant \( c_0 \). This is given by Beck’s Converse Theorem on Siegel’s Lemma [4].

For an explicit construction, it is possible to achieve the maximal rate \( R = O(\log n W) \) if we allow \( W = poly(n) \). This can be done by the Chinese Remainder Theorem (CRT) and the Prime Number Theorem (PNT) [2, 12, 14]. It is known that CRT can be used to define *residue codes* [15]. For an integer \( x \) and modulo base \( p \), we denote the modulo operation
by $[x]_p$, which maps the integer to a value in $\{0, ..., p - 1\}$. Suppose $0 \leq Z < 2^n$ for an integer $Z$. One can encode this integer by the $m$-tuple $(d_1, d_2, \ldots, d_m)$ where $[Z]_p = d_i$ for a prime number $p_i$. Since we can also encode $Z$ by its binary expansion, the CRT gives a bijection between $\mathbb{Z}^m$ and $\{0, 1\}^n$ as long as $p_1 \cdots p_m > 2^n$. By taking modulo $p_i$ of Equation (7), we can obtain the following matrix, defined as a CRT matrix:

\[
\begin{bmatrix}
[2^0]_7 & [2^1]_7 & [2^2]_7 & [2^4]_7 & [2^5]_7 & [2^6]_7 & [2^7]_7 \\
[2^0]_{11} & [2^1]_{11} & [2^2]_{11} & [2^4]_{11} & [2^5]_{11} & [2^6]_{11} & [2^7]_{11}
\end{bmatrix}
\]

\[= \begin{bmatrix}
1 & 2 & 1 & 2 & 1 & 2 & 1 \\
1 & 2 & 4 & 3 & 1 & 2 & 4 \\
1 & 2 & 4 & 1 & 2 & 4 & 1 \\
1 & 2 & 4 & 8 & 5 & 10 & 9 & 7
\end{bmatrix}_{4 \times 8} \tag{8}
\]

We have $Z < 256$ since $n = 8$ and $3 \cdot 5 \cdot 7 \cdot 11 = 1155$. Therefore, this CRT matrix is an EQ matrix. In general, by the PNT, one needs $O(n/\log n)$ many rows to ensure that $p_1 \cdots p_m > 2^n$. Moreover, $W$ is bounded by the maximum prime size $p_m$, which is $O(n)$ again by the PNT. However, we know that this weight size is not optimal using Beck’s Converse Lemma [14, 17]. In this paper, we give an explicit construction where $|W| \leq 1$ and asymptotic efficiency is achieved.

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
-1 & 0 & 1 & -1 & 0 & 0 & 1 \\
1 & 1 & -1 & -1 & -1 & 0 & 0 \\
1 & -1 & 0 & -1 & 1 & 0 & 0
\end{bmatrix}_{4 \times 8} \tag{10}
\]

One can verify that the matrix in (10) is an EQ matrix and its rate is twice the trivial rate being the same in (8).

The problem can be generalized to the $q$-ary representation of integers. We also extend the definition of EQ matrices to this setting. In our analysis, we always treat $q$ as a constant value.

\[w_q^T x = \sum_{i=1}^{n} q^{i-1} x_i = 0 \tag{11}\]

**Definition 2.** A matrix $A \in \mathbb{Z}^{m \times n}$ is an EQ$_q$ matrix if the homogeneous system $Ax = 0$ has no non-trivial solutions in $\{-q + 1, \ldots, q - 1\}^n$.

In this case, the rate upper bound becomes $\frac{1}{2} \log_q n + 1 = O(\log n)$ for constant $q$. If $q = 2$, then we drop $q$ from the notation and say that the matrix is an EQ matrix.

**C. Maximum Distance Separable Extensions of EQ Matrices**

Residue codes are treated as Maximum Distance Separable (MDS) codes because one can extend the CRT matrix by adding more prime numbers to the matrix (without increasing $n$) so that the resulting integer code achieves the Singleton bound in Hamming distance [21]. However, we do not say a CRT matrix is an MDS matrix as this refers to another concept.

**Definition 3.** An integer matrix $A \in \mathbb{Z}^{m \times n}$ $(m \leq n)$ is MDS if and only if no $m \times m$ submatrix $B$ is singular.

**Definition 4.** An integer matrix $A \in \mathbb{Z}^{m \times n}$ is MDS for $q$-ary bijections with MDS rate $r$ and EQ rate $R = n/m$ if and only if every $m \times n$ submatrix $B$ is an EQ$_q$ matrix.

Because Definition 4 considers solutions over a restricted alphabet, we denote such matrices as RMDS$_q$. Remarkably, as $q \to \infty$, both MDS definitions become the same. Similar to the EQ$_q$ definition, we drop the $q$ from the notation when $q = 2$. A CRT matrix is not MDS, however, it can be RMDS$_q$.

We can demonstrate the difference of both MDS definitions by the following matrix. This matrix is an RMD$_2$ matrix with EQ rate 2 and MDS rate 5/4 because any $4 \times 8$ submatrix is an EQ matrix. This is in fact the same matrix as in (8) with an additional row with entries $[2^i-1]_{13}$ for $i \in \{1, \ldots, 8\}$.

\[
\begin{bmatrix}
1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 \\
1 & 2 & 4 & 3 & 1 & 2 & 4 & 3 \\
1 & 2 & 4 & 8 & 5 & 10 & 9 & 7 \\
1 & 2 & 4 & 8 & 3 & 6 & 12 & 11
\end{bmatrix}_{5 \times 8} \tag{12}
\]

The determinant of the $5 \times 5$ submatrix given by the first five columns is 0. Thus, this matrix is not an MDS matrix.

In this work, we are interested in RMDS$_q$ matrices. We show that it is not possible to obtain an RMDS$_q$ matrix with MDS rate $r = \omega(1)$ and constant weights. We also provide an existence result for such RMDS$_q$ matrices where the weight size is bounded by $O(r)$ given that the EQ rate is $O(\log n)$.

The following is a summary of our contributions in this paper.

- In Section II, we explicitly give a rate-efficient EQ matrix construction with constant entries $\{-1, 0, 1\}$ which is optimal up to vanishing terms. This solves an open problem in [14] and [17].
- In Section III, we prove that the MDS rate $r$ of an RMDS$_q$ matrix with entries from an alphabet $Q$ with cardinality $k$ should satisfy $r \leq k^{h+1}$. Therefore, constant weight RMDS$_q$ matrices cannot achieve $r = \omega(1)$.
- In Section III, provide an existence result for RMDS$_q$ matrices given that $W = O(r)$ and the optimal EQ rate $O(\log n)$. This is an $O(n)$ improvement on the best known results given by the CRT.
- In Section IV, we apply our results to Circuit Complexity Theory to obtain better weight sizes with asymptotically no trade-off in the circuit size for the depth-2 EQ and COMP constructions, as shown in the Table I.

<table>
<thead>
<tr>
<th>Function</th>
<th>This Work</th>
<th>Previous Works</th>
</tr>
</thead>
<tbody>
<tr>
<td>weight</td>
<td>size</td>
<td>constructive</td>
</tr>
<tr>
<td>EQ</td>
<td>$O(1)$</td>
<td>Yes</td>
</tr>
<tr>
<td>COMP</td>
<td>$O(n)$</td>
<td>No</td>
</tr>
</tbody>
</table>
II. RATE-EFFICIENT CONSTRUCTIONS WITH CONSTANT ALPHABET SIZE

The \( m \times n \) EQ matrix construction we give here is based on Sylvester’s construction of Hadamard matrices. It is an extension of it to achieve higher rates with the trade-off that the matrix is no longer full-rank.

**Theorem 1.** Suppose we are given an EQ matrix \( A_0 \in \{-1,0,1\}^{m_0 \times n_0} \). At iteration \( k \), we construct the following matrix \( A_k \):

\[
A_k = \begin{bmatrix}
A_{k-1} & A_{k-1} & I_{m_{k-1}} \\
A_{k-1} & -A_{k-1} & 0
\end{bmatrix}
\]

(13)

\( A_k \) is an EQ matrix with \( m_k = 2^k m_0 \), \( n_k = 2^k n_0(\frac{k m_0}{n_0} + 1) \).

**Proof.** We will apply induction. \( k = 0 \) is trivial by assumption. For the system \( A_k x = z \), let us partition the vector \( x \) and \( z \) in the following way:

\[
\begin{bmatrix}
A_{k-1} & A_{k-1} & I_{m_{k-1}} \\
A_{k-1} & -A_{k-1} & 0
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix} x^{(1)} \\ x^{(2)} \\ x^{(3)} \end{bmatrix} \\
\begin{bmatrix} Z^{(1)} \\ Z^{(2)} \end{bmatrix}
\end{bmatrix} = \begin{bmatrix}
\begin{bmatrix} x^{(1)} \\ x^{(2)} \end{bmatrix} \\
\begin{bmatrix} Z^{(1)} \\ Z^{(2)} \end{bmatrix}
\end{bmatrix}
\]

(14)

Then, setting \( z = 0 \), we have \( A_{k-1} x^{(1)} = A_{k-1} x^{(2)} \) by the second row block. Hence, the first row block of the construction implies \( 2A_{k-1} x^{(1)} + x^{(3)} = 0 \). Each entry of \( x^{(3)} \) is either 0 or a multiple of 2. Since \( x_i \in \{-1,0,1\} \), we see that \( x^{(3)} = 0 \). Then, we obtain \( A_{k-1} x^{(1)} = A_{k-1} x^{(2)} = 0 \). Applying the induction hypothesis on \( A_{k-1} x^{(1)} \) and \( A_{k-1} x^{(2)} \), we see that \( A_k x = 0 \) admits a unique trivial solution in \( \{-1,0,1\}^{m_k} \).

To see that \( m_k = 2^k m_0 \) is not difficult. For \( n_k \), we can apply induction. \( \square \)

To construct the matrix given in (10), we can use \( A_0 = I_1 = [1] \), which is a trivial rate EQ matrix, and take \( k = 2 \). By rearrangement of the columns, we also see that there is a 4 \( \times \) 4 Sylvester-type Hadamard matrix in this matrix.

For the sake of completeness, we will revisit Siegel’s Lemma to prove the best possible rate one can obtain for an EQ matrix with weights \( \{-1,0,1\} \) as similarly done in [14]. We note that the following lemma gives the best possible rate upper bound to the best of our knowledge and our construction asymptotically shows the sharpness of Siegel’s Lemma similar to Beck’s result.

**Lemma 2.** For any \( \{-1,0,1\}^m \times n \) EQ matrix, \( R = \frac{n}{m} \leq \frac{1}{2} \log n + 1 \).

**Proof.** By Siegel’s Lemma, we know that for a matrix \( A \in \mathbb{Z}^{m \times n} \), the homogeneous system \( A x = 0 \) attains a non-trivial solution in \( \{-1,0,1\}^n \) when

\[
||x||_{\infty} \leq (\sqrt{nW})^{\frac{m}{n}} \leq 2^{1-\epsilon}
\]

(15)

for some \( \epsilon > 0 \). Then, since \( W = 1 \), we deduce that \( R = \frac{n}{m} \geq \frac{1}{2^{1-\epsilon}} \log n + 1 \). Obviously, an EQ matrix cannot obtain such a rate. Taking \( \epsilon \to 0 \), we conclude the best upper bound is \( R \leq \frac{1}{2} \log n + 1 \). \( \square \)

Using Lemma 2 for our construction with \( A_0 = [1] \), we compute the upper bound on the rate and the real rate

\[
R_{upper} = \frac{k + 1 + \log (k + 2)}{2}, \quad R_{const} = \frac{k}{2} + 1
\]

(16)

\[
\frac{R_{upper}}{R_{const}} = 1 + \frac{\log (k + 2) - 1}{k + 2} \Rightarrow \frac{R_{upper}}{R_{const}} \sim 1
\]

(17)

which concludes that the construction is optimal in rate up to vanishing terms. By deleting columns, we can generalize the result to any \( n \in \mathbb{Z} \) to achieve optimality up to a constant factor of 2.

We conjecture that one can extend the columns of any Hadamard matrix to obtain an EQ matrix with entries \( \{-1,0,1\} \) achieving rate optimality up to vanishing terms. In this case, the Hadamard conjecture implies a rich set of EQ matrix constructions.

Given \( Ax = z \in \mathbb{Z}^m \), we note that there is a linear time decoding algorithm to find \( x \in \{0,1\}^n \) uniquely, given in the appendix. This construction can also be generalized to EQ matrices with the same proof idea. In this case, the rate is optimal up to a factor of \( q \).

**Theorem 2.** Suppose we are given an \( EQ_q \) matrix \( A_0 \in \{-1,0,1\}^{m_0 \times n_0} \). At iteration \( k \), we construct the following matrix \( A_k \):

\[
\begin{bmatrix}
A_{k-1} & A_{k-1} & A_{k-1} & \cdots & A_{k-1} & I_{m_{k-1}} \\
A_{k-1} & -A_{k-1} & 0 & & 0 & \cdots \\
0 & A_{k-1} & -A_{k-1} & \cdots & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -A_{k-1} & 0
\end{bmatrix}
\]

(18)

\( A_k \) is an \( EQ_q \) matrix with \( m_k = q^k m_0 \), \( n_k = q^k n_0(\frac{k m_0}{n_0} + 1) \).

III. BOUNDS ON THE RATE AND THE WEIGHT SIZE OF RMDS_q MATRICES

Similar to a CRT-based RMDS matrix, is there a way to extend the EQ matrix given in Section II without a large trade-off in the weight size? We give an upper bound on the MDS rate \( r \) based on the alphabet size of an RMDS_q matrix.

**Theorem 3.** An RMDS_q matrix \( A \in \mathbb{Z}^{m \times n} \) with entries from \( Q = \{q_1, \ldots, q_k\} \) has \( r \leq k^{k+1} \) given that \( n > k \).

**Proof.** The proof is based on a simple counting argument. We rearrange the rows of a matrix in blocks in the natural ordering assuming that \( n > k \):

\[
A = \begin{bmatrix}
B_1 \\
B_2 \\
\vdots \\
B_{k^{k+1}}
\end{bmatrix} = \begin{bmatrix}
q_1 & q_1 & \cdots & q_1 & \cdots \\
q_1 & q_1 & \cdots & q_2 & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_k & q_k & \cdots & q_k & \cdots
\end{bmatrix}
\]

(19)

For instance, the block \( B_1 \) contains the rows starting with the prefix \( [q_1 q_1 \cdots q_1]_{k+1} \). It is easy to see that there is a vector \( x \in \{-1,0,1\}^n \) that will make at least one of the \( B_k \) column will be equal to the one of the preceding elements by Pigeonhole Principle.
Since the matrix is MDS, any \( m \) row selections should be an EQ matrix. Therefore, any \( B_i \) should not contain more than \( m \) rows. Again, by Pigeonhole Principle, \( rm \leq k^{k+1}m \) and consequently, \( r \leq k^{k+1} \).

The condition that \( n > k \) is trivial in the sense that if the weights are constant, then \( k \) is a constant. Therefore, the MDS rate can only be a constant due to Theorem 3.

**Corollary 3.1.** An RMDS\(_q\) matrix \( A \in \mathbb{Z}^{m \times n} \) weight size \( W = O(1) \) cannot achieve MDS rate \( r = \omega(1) \).

In Section II, we saw that CRT-based EQ matrix constructions are not optimal in terms of weight size. For RMDS\(_q\) matrices, we now show that the weight size can be reduced by a factor of \( n \). The idea is to use the probabilistic method on the existence of RMDS\(_q\) matrices.

**Lemma 3.** Suppose that \( a \in \{-W, \ldots, W\}^n \) is uniformly distributed and \( x_i \in \{-q+1, \ldots, q-1\} \setminus 0 \) for \( i \in \{1, \ldots, n\} \) are fixed where \( q \) is a constant. Then, for some constant \( C \),

\[
Pr(a^T x = 0) \leq \frac{C}{\sqrt{nW}}
\]

**Proof.** We start with a statement of the Berry-Esseen Theorem.

**Lemma 4 (Berry-Esseen Theorem).** Let \( X_1, \ldots, X_n \) be independent centered random variables with finite third moments \( E[|X_i|^3] = \rho_i \) and let \( \sigma^2 = \sum_{i=1}^n E[X_i^2] \). Then, for any \( t > 0 \),

\[
Pr\left( \sum_{i=1}^n X_i \leq \Phi(t) \right) \leq C\sigma^{-3} \sum_{i=1}^n \rho_i
\]

where \( C \) is an absolute constant and \( \Phi(t) \) is the cumulative distribution function of \( \mathcal{N}(0, \sigma^2) \).

Since the density of a normal random variable is uniformly bounded by \( 1/\sqrt{2\pi}\sigma^2 \), we obtain the following.

\[
Pr\left( \sum_{i=1}^n X_i \leq t \right) \leq \frac{2t}{\sqrt{2\pi}\sigma^2} + 2C\sigma^{-3} \sum_{i=1}^n \rho_i
\]

Let \( a^{(n-1)} \) denote the \((a_1, \ldots, a_{n-1})\) and similarly, let \( x^{(n-1)} \) denote \((x_1, \ldots, x_{n-1})\). By the Total Probability Theorem, we have

\[
Pr(a^T x = 0) = Pr\left( a^{(n-1)^T} \frac{x^{(n-1)}}{|x_n|} \in \{-W, \ldots, W\} \right)
\]

\[
= Pr\left( a^{(n-1)^T} \frac{x^{(n-1)}}{|x_n|} \in \{-W, \ldots, W\} \right)
\]

\[
= Pr\left( a^{(n-1)^T} \frac{x^{(n-1)}}{|x_n|} \in \{-W, \ldots, W\} \right)
\]

\[
= \frac{1}{2W+1}
\]

where the last line follows from the fact that \( Pr(a_n = k) \) for some \( k \in \{-W, \ldots, W\} \) is \( \frac{1}{2W+1} \). The other conditional probability term is 0 because \( Pr(a_n = k) \) for any \( k \notin \{-W, \ldots, W\} \) is 0. We will apply Berry-Esseen Theorem to find an upper bound on the first term.

We note that \( E[a^2 x^2] = x^2(2W+1)^{-1} \) and \( E[|a|^2 x^2] = |x_i|^3 2W+1 \). Therefore,

\[
Pr\left( \frac{|a^{(n-1)^T} x^{(n-1)}|}{|x_n|} \leq W \right) \leq \frac{2W|x_n|}{\sqrt{2\pi} \sqrt{(2W+1)^{-1} \sum_{i=1}^{n-1} x_i^2}} + C \frac{2W+1}{\sqrt{(2W+1)^{-1} \sum_{i=1}^{n-1} x_i^2}} (\sum_{i=1}^{n-1} x_i^2)^{\frac{1}{2}}
\]

One can check that the whole RHS is in the form of \( \frac{C'}{\sqrt{n-1}} \) for a constant \( C' \) as we assume that \( q \) is a constant. We can bound \( |x_i|s \) in the numerator by \( q-1 \) and \( |x_i|s \) in the denominator by 1. The order of \( W \) terms are the same and we can use a limit argument to bound them as well. Therefore, for some \( C'' > 0 \),

\[
Pr(a^T x = 0) \leq \frac{C'}{\sqrt{n-1}} \frac{1}{2W+1} \leq \frac{C''}{\sqrt{nW}}
\]

**Lemma 3** is related to the Littlewood-Offord problem and anti-concentration inequalities are typically used in this framework [10, 18]. We specifically use Berry-Esseen Theorem. Building on this lemma and the union bound, we have the following theorem.

**Theorem 4.** An RMDS\(_q\) matrix \( M \in \mathbb{Z}^{m \times n} \) with entries in \( \{-W, \ldots, W\} \) exists if \( m = \Omega(n/\log n) \) and \( W = O(r) \).

**Proof.** Let \( A \) be any \( m \times n \) submatrix of \( M \). Then, by the union bound (as done in [13]), we have

\[
Pr(M \text{ is not RMDS}_q) = P \leq \left( \frac{rm}{n} \right) Pr(A \text{ is not EQ}_q)
\]

\[
P \leq r^m e^m Pr(A \text{ is not EQ}_q)
\]

We again use the union bound to sum over all \( x \in \{-q+1, \ldots, q-1\}^n \setminus 0 \) the event that \( Ax = 0 \) by counting non-zero entries in \( x \) by \( k \). Also, notice the independence of the events that \( a_i^T x = 0 \) for \( i \in \{1, \ldots, m\} \). Using Lemma 3,

\[
P \leq r^m e^m \sum_{k=1}^{n} \binom{n}{k} (2q-1)^k \frac{C}{\sqrt{kW}}^m
\]

\[
= \sum_{k=1}^{T} \frac{n^m}{k!} (2q-1)^k \frac{C}{\sqrt{kW}}^m
\]

\[
+ \sum_{k=T+1}^{n} \frac{n^m}{k!} (2q-1)^k \frac{C}{\sqrt{kW}}^m
\]

for some \( C_1, T \in \mathbb{Z} \). We bound the first summation by using \( \binom{n}{k} (2q-1)^k \leq (n(q-1))^k \) and choosing \( k = 1 \) for the
probability term. This gives a geometric sum from \( k = 1 \) to \( k = T - 1 \). For the second term, we take the highest value term \( \frac{C_1^n}{\sqrt{T W}} \) to obtain the following form.

\[
P \leq \left( \frac{r C_1}{W} \right)^m C_2 (n(q - 1))^T + (2(q - 1) + 1)^n \left( \frac{r C_1}{\sqrt{T W}} \right)^m
\]

(30)

\[
\leq 2^{C_3 T \log n(q-1) - m \log W/r C_1} + 2^{n \log (2(q-1)+1) - m \log (\sqrt{T W/r C_1})}
\]

(31)

We take \( T = O(n^c) \) for some \( 0 < c < 1 \). If \( m = \Omega(n/\log n) \) and \( W = O(r) \), both terms vanish.

When \( r = 1 \), we prove an existential result on EQ matrices already known in [14]. We remark that the proof technique for the Theorem 4 is not powerful enough to obtain non-trivial bounds on \( W \) when \( m = 1 \) to attack Erdős’ conjecture on the DSS weight sets.

The CRT gives an explicit way to construct RMDS \( q \) matrices. We obtain \( p_{rm} = O(rm \log rm) = O(rn) \) given that \( r = O(n^c) \) for some \( c > 0 \) and \( m = O(n/\log n) \) by the PNT. Therefore, we have an \( O(n) \) weight size reduction in Theorem 4. We remark that RMDS \( q \) property of a CRT matrix is only a necessary condition. Modular arithmetical properties of the CRT do not reflect to RMDS \( q \) matrices. Therefore, an RMDS \( q \) matrix cannot replace a CRT matrix in general.

**IV. APPLICATIONS OF THE ALGEBRAIC RESULTS TO NEURAL CIRCUITS**

In this section, we will give EQ and COMP threshold circuit constructions. We note that in our analysis, the size of the bias term is ignored.

One can construct a depth-2 exact threshold circuit with small weights to compute the EQ function [14]. For the first layer, we select the weights for each exact threshold gate as the rows of the EQ matrix. Then, we connect the outputs of the first layer to the top gate, which just computes the \( m \)-input AND function (i.e., \( \{ z_1 + \ldots + z_m = m \} \) for \( z_i \in \{0, 1\} \)). In Figure 2, we give an example of EQ constructions.
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Fig. 2. An example of EQ(X, Y) constructions with 8 \( x'_i = x_i - y_j \) inputs (or 16 if \( x_j \)s and \( y_j \)s are counted separately) and 5 exact threshold gates (including the top gate). The black (or red) edges correspond to the edges with weight 1 (or -1).

Regarding the small-weight depth-2 linear threshold circuit constructions for the COMP, we need to develop more ideas first. We roughly follow the previous works [2].

First, let us define \( F^{(l)}(X, Y) = \sum_{i=l}^{n} 2^{i-l-1}(x_i - y_i) \) so that \( \mathbb{1}\{F^{(l)}(X, Y) \geq 0\} \) is a \((n - l)\)-bit COMP function for \( l < n \) and \( F^{(0)}(X, Y) = F(X, Y) \). We say that \( X \geq Y \) when \( F(X, Y) \geq 0 \) and vice versa. We also denote by \( X^{(l)} \) the most significant \((n - l)\)-tuple of an \( n \)-tuple vector \( X \). We have the following observation.

**Lemma 5.** Let \( F^{(l)}(X, Y) = \sum_{i=l+1}^{n} 2^{i-l-1}(x_i - y_i) \) and \( F^{(0)}(X, Y) = F(X, Y) \) for \( X, Y \in \{0, 1\}^n \). Then,

\[
F(X, Y) > 0 \iff \exists l : F^{(l)}(X, Y) = 1
\]

(32)

\[
F(X, Y) < 0 \iff \exists l : F^{(l)}(X, Y) = -1
\]

(33)

**Proof.** It is easy to see that if \( X - Y = (0, 0, \ldots, 0, 1, \ldots, 0, \ldots, 1) \) where the vector has a number of leading 0s and xs denote any of \( \{-1, 0, 1\} \), we see that \( F(X, Y) > 0 \) (this is called the domination property). Similarly, for \( F(X, Y) < 0 \), the vector \( X - Y \) should have the form \( (0, 0, \ldots, 0, -1, \ldots, 0, \ldots, x, \ldots, x) \) and \( F(X, Y) = 0 \) if and only if \( X - Y = (0, \ldots, 0) \). The converse holds similarly.

By searching for the \((n - l)\)-tuple vectors \((X - Y)^{(l)} = (0, \ldots, 0, -1, \ldots, 0, \ldots, x, \ldots, x) \) for all \( l \in \{0, \ldots, n - 1\} \), we can compute the COMP. We claim that if we have an RMDS \( q \) matrix \( A \in \mathbb{Z}^{rm \times n} \), we can detect such vectors by solving \( A^{(l)}(X - Y)^{(l)} = -a_{n-l} \) where \( A^{(l)} \) is a truncated version of \( A \) with the first \( n - l \) columns and \( a_{n-l} \) is the \((n - l)\)-th column.

\[
X < Y \Rightarrow \sum_{l=0}^{n-1} \mathbb{1}\{A^{(l)}(X - Y)^{(l)} = -a_{n-l}\} \geq rm
\]

(34)

\[
X \geq Y \Rightarrow \sum_{l=0}^{n-1} \mathbb{1}\{A^{(l)}(X - Y)^{(l)} = -a_{n-l}\} < n(m - 1)
\]

(35)

Here, the indicator function works row-wise, i.e., we have the output vector \( z \in \{0, 1\}^{rm} \) such that \( z_{rm+l} = \mathbb{1}\{(A^{(l)}(X - Y)^{(l)})_i = -a_{n-l}\} \) for \( i \in \{1, \ldots, rm\} \) and \( l \in \{0, \ldots, n - 1\} \). We use an RMDS \( q \) matrix in the construction to map \( \{-1, 0, 1\}^{n-l} \) vectors bijectively to integer vectors with large Hamming distance.

If \( F(X, Y) < 0 \), \( z_{rl+l} \) should be 1 for all \( i \in \{1, \ldots, rm\} \) for some \( l \) by Lemma 5. For \( F(X, Y) \geq 0 \) and any \( l \), the maximum number of 1s that can appear in \( z_{rl+l} \) is upper bounded by \( m - 1 \) because \( A \) is RMDS \( q \). Therefore, the maximum number of 1s that can appear in \( z \) is upper bounded by \( n(m - 1) \). A sketch of the construction is given in Figure 3.

In order to make both cases separable, we choose \( r = n \). At the second layer, the top gate is a MAJORITY gate \( \mathbb{1}\{\sum_{l=1}^{rm} z_{l} < n(m - 1)\} \). By Theorem 4, there exists an RMDS \( q \) matrix with \( m = O(n/\log n) \) and \( W = O(r) \). Thus, there are \( rm + 1 = O(n^3/\log n) \) many gates in the circuit, which
Fig. 3. A sketch of the COMP$(X, Y)$ construction where $x'_i = x_i - y_i$ using linear threshold gates. Each color specifies an $l$ value in the construction. If $X < Y$, all the $rm$ many gates in at least one of the colors will give all $1$s at the output. Otherwise, all the $rm$ many gates in a color will give at most $(m - 1)$ many $1$s at the output.

is the best known result. The same size complexity can be achieved by a CRT-based approach with $W = O(n^2)$ [2].

V. Conclusion

We explicitly constructed a rate-efficient constant weight EQ matrix for a previously existential result. Namely, we proved that the CRT matrix is not optimal in weight size to compute the EQ function. Existentially, we proved a similar result for the COMP function. An open problem is whether similar algebraic constructions can be found for any threshold function.
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The Decoding Algorithm: Suppose that $A_kx = z$ is given where $A_k$ is an $m \times n$ EQ matrix given in Theorem 1 starting with $A_0 = [1]$. One can obtain a linear time decoding algorithm in $n$ by exploiting the recursive structure of the construction. Let us partition $x$ and $z$ in the way given in (14). It is clear that $x^{(3)} = [z^{(1)} + z^{(2)}]/2$. Also, after computing $x^{(3)}$, we find that $A_{k-1}^{-1}x^{(1)} = (z^{(1)} + z^{(2)} - x^{(3)})/2$ and $A_{k-1}^{-1}x^{(2)} = (z^{(1)} - z^{(2)} - x^{(3)})/2$. These operations can be done in $O(m_{k-1})$ time complexity. Let $T(m)$ denote the time to decode $z \in \mathbb{Z}^m$. Then, $T(m) = 2T(m/2) + O(m)$ and by the Master Theorem, $T(m) = O(m \log m) = O(n)$.

An Example for the Decoding: Consider the following system $Ax = b$:

$$
\begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\ 1 & -1 & 0 & 1 & -1 & 0 & 0 & 1 \\ 1 & 1 & 1 & -1 & -1 & 0 & 0 & 0 \\ 1 & -1 & 0 & -1 & 1 & 0 & 0 & 0 \\ x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \\ x_6 \\ x_7 \\ x_8 \\ 4 \\ -2 \\ -1 \\ 0 \\ \end{bmatrix} = \begin{bmatrix} [x_7] \\ [x_8] \\ \end{bmatrix}
$$

Here is the first step of the algorithm:

$$
a = \begin{bmatrix} 4 \\ -2 \end{bmatrix}, \quad b = \begin{bmatrix} -1 \\ 0 \end{bmatrix} \Rightarrow \begin{bmatrix} [x_7] \\ [x_8] \end{bmatrix} = [a + b]_2 = \begin{bmatrix} [3]_2 \\ [-2]_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
$$

Then, we obtain the two following systems:

$$
\begin{align*}
\begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & 0 \\ x_1 \\ x_2 \\ x_3 \\ \end{bmatrix} & = \begin{bmatrix} a + b - \frac{1}{2} \\ \end{bmatrix} = \begin{bmatrix} 1 \\ -1 \\ \end{bmatrix} \\
\begin{bmatrix} 1 & 1 & 1 \\ 1 & -1 & 0 \\ x_4 \\ x_5 \\ x_6 \\ \end{bmatrix} & = \begin{bmatrix} a - b - \frac{1}{2} \\ \end{bmatrix} = \begin{bmatrix} 2 \\ -1 \\ \end{bmatrix}
\end{align*}
$$

For the first system, we find that $x_3 = [1 - 1]_2 = 0$. Then,

$$
\begin{align*}
x_1 & = \frac{1 - 1 - 0}{2} = 0 \\
x_2 & = \frac{1 + 1 - 0}{2} = 1
\end{align*}
$$

For the second system, we similarly find that $x_6 = [2 - 1]_2 = 1$. Then,

$$
\begin{align*}
x_4 & = \frac{2 - 1 - 1}{2} = 0 \\
x_5 & = \frac{2 + 1 - 1}{2} = 1
\end{align*}
$$

Thus, we have $x = \begin{bmatrix} 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \end{bmatrix}^T$. 
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